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ABSTRACT
Context: Complying with privacy regulations has taken on new importance with the introduction of
the EU’s General Data Protection Regulation (GDPR) and other privacy regulations. Privacy mea-
sures are becoming a paramount requirement demanding software organizations’ attention as recent
privacy breaches such as the Capital One data breach affected millions of customers. Software orga-
nizations, however, struggle with achieving privacy compliance. In particular, there is a lack of re-
search into the organizational practices and challenges involved in compliance, particularly for small
and medium enterprises (SMEs), which represent a sizeable portion of organizations. Many SMEs
use a continuous software engineering (CSE) approach, which introduces additional adoption and ap-
plication challenges. For example, the fast pace of CSE makes it harder for SMEs that are already
more resource constrained to prioritize non-functional requirements such as privacy.
Objective: This paper aims to fill a gap in the under-researched area of continuous compliance with
privacy requirements in practice, by investigating how a continuous practicing SME dealt with GDPR
compliance.
Method: Using design science, we conducted an in-depth ethnographically informed study over the
span of 16 months and iteratively developed two artifacts to help address the organization’s challenges
in addressing GDPR compliance.
Results: We identified 3 main challenges that our collaborating organization experienced when try-
ing to comply with the GDPR. To help mitigate the challenges, we developed two design science
artifacts, which include a list of privacy requirements that operationalized the GDPR principles for
automated verification, and an automated testing tool that helps to verify these privacy requirements.
We validated these artifacts through close collaboration with our partner organization and applying
our artifacts to the partner organization’s system.
Conclusions: We conclude with a dicussion of opportunities and obstacles in leveraging CSE to
achieve continuous compliance with the GDPR.We also highlight the importance of building a shared
understanding of privacy non-functional requirements and how risk management plays an important
role in an organization’s GDPR compliance.

1. Introduction
In 2016, the European Union (EU) passed a privacy law

known as the General Data Protection Regulation (GDPR)
that came into full force in the EU in 2018 [23]. The enact-
ment of the regulation created an urgent need for software or-
ganization to comply with the requirements of the regulation
or risk penalties. Unlike any prior privacy regulations, the
GDPR was a trailblazing regulation that directed stringent
requirements upon organizations regarding how they process
and/or collect personal data. Organizations outside the EU,
including in countries such as Canada must also comply as
long as they deal with EU citizen data.

As a privacy regulation, theGDPR represents one type of
non-functional requirements (NFRs). NFRs, such as privacy
and security, focus on the quality of the software, as opposed
to specific functions [30]. NFRs are profoundly important
for organizations, particularly as NFRs affect a software’s
architecture, yet, NFRs are also difficult to document and
validate [2].

At the same time, many modern software organizations
are increasingly adopting continuous software engineering
practices (CSE) [25, 27] as a form of software development
practice in search of promised benefits such as rapid feed-
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back and fewer integration problems [27]. As part of CSE,
these organizations adhere to the principles of fast and fre-
quent builds, and automated and frequent deployments [27].
The fast moving and competitive landscape in software de-
velopment makes it ideal for organizations to adopt CSE to
align software with customer feedback. However, as orga-
nizations leverage rapid feedback to improve its product and
find a suitable market, non-functional requirements (NFRs)
are often neglected [31]. Managing NFRs in a CSE envi-
ronment is not without challenges [67], in particular with
respect to verifying an NFR through automated means.

In a bid to reduce the risk of penalty and obey the
GDPR, organizations embarked on achieving compliance,
which can require adjusting their software and information
processing practices to satisfy with the new requirements
imposed by the GDPR. This compliance is costly, but
large enterprises can likely absorb this, or already face
similar compliance challenges with other regulations. For
instance, a report in 2018 by Veritas claimed that the
average organization expected to spend 1.3 million Euros on
GDPR compliance initiatives 1. Such amount is much less
palatable for small- and medium-sized enterprises (SMEs)
that are more resource constrained. Moreover, a mistake

1https://www.veritas.com/content/dam/Veritas/docs/infographics/gdpr-
infographic-en.pdf
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with respect to requirements may be particularly costly for
a small, agile organization [3]. SMEs are likely to have
fewer resources than a large organization to direct towards
compliance and development, and may experience more
difficulty with the GDPR [57], and hiring a dedicated team
of lawyers and privacy experts may not be feasible.

To understand the reasons behind non-compliance, stud-
ies about the GDPR have often relied on surveys and in-
terviews to study general compliance challenges [57, 51].
While some research has investigated tool assisted GDPR
compliance [49, 46, 34], to the best of our knowledge there
are no empirical insights on how organizations respond to
GDPR compliance challenges. In particular, no study inves-
tigated how SME organizations adopt GDPR in their system
and process, or challenges they face in their CSE practices.

In this paper, we report on an in-depth 16-month long
investigation, using design science (based on Hevner et
al. [36]) about an organization’s journey towards GDPR
compliance. Our collaborating organization, Gamma2,
is a SME (initially a startup) that has a large number of
EU-based users. In addition, our collaborator makes exten-
sive use of CSE practices such as daily builds, automated
builds, and automated deployments, enabling us to also
investigate GDPR compliance challenges specific to CSE
environments. Prior to this work, we have conducted a
couple of other studies with this collaborator that pertains
to their continuous practices and how they deal with NFRs
[67, 68]. While those previous studies share similarities
with this study with respect to CSE and NFRs, the focal
point of this study pertains to our collaborator’s GPDR
compliance. Through this study we bring the following
contributions:

• we describe three GDPR compliance challenges based
on a detailed exploration of a SME’s GDPR adoption
process;
item we describe the affect of CSE on a SME’s GDPR
compliance;

• we develop a list of privacy requirements that are de-
rived from GDPR principles important to our collab-
orating organization. The requirements are automati-
cally verified to help identify GDPR violations; an au-
tomated testing tool to help test the list of privacy re-
quirements is also presented as it served as the means
to realize verification of the privacy requirements;

• we present an empirically-grounded discussion on
the opportunities and obstacles of leveraging CSE to
achieve continuous compliance with the GDPR;

• we discuss how our collaborating organization tries to
mitigate GDPR risk; we detail three strategies our col-
laborator uses to offload GDPR risk to other parties to
manage risk.

2Real name and some identifying details have been changed for confi-
dentiality.

We first introduce the background and related work in
Section 2. In Section 3 we describe our design science
methodology, and in particular, our process for acquiring
an in-depth understanding about our collaborating organi-
zation in order to develop and evaluate our design science
artifacts (described in Section 5). In Section 4 we describe
our collaborator’s challenges with compliance, before we
discuss the relationship between continuous compliance
and continuous software engineering, building continuous
compliance, establishing shared understanding of the
GDPR, and managing GDPR risk in a small organization.
Subsequently, we describe the limitations of our study in
Section 7. Finally, we summarize our research study and
conclude this paper in Section 8.

2. Background and Related Work
2.1. General Data Protection Regulation (GDPR)

The GDPR is a comprehensive set of privacy regulations
that grants privacy rights and protections to individuals and
correspondingly prescribe restrictions on how organizations
must treat personal data [23]. When the EU enacted the
GDPR, an organization that operates in the EU or collects
and/or processes data from EU customers must be GDPR
compliant. As a result, any organization that deals with cus-
tomer data from the EU must abide by the GDPR or po-
tentially face severe consequences. The GDPR prescribes a
maximum fine of the higher of either 20 million Euros or 4%
of annual revenue based on the severity of non-compliance.
Due to the scope of the GDPR requiring any organization
collecting personal data to adhere to regulations, even or-
ganization not in the EU must also comply The GPDR lists
six main data protection principles including: lawfulness,
fairness, and transparency, purpose limitation, data minimi-
sation, accuracy, storage limitation, and integrity and confi-
dentiality. Overall, the GDPR is a complex law that consists
of 99 articles and 173 recitals [23], written in legal speak.

Organizations were initially given a two year grace pe-
riod to prepare for the GDPR.As the replacement to the 1995
EUData Protection Directive, the GDPR united privacy reg-
ulations in the EU under one umbrella regulation [22]. A
unified regulation means that an organization can streamline
its treatment of privacy and just focus on one central privacy
regulation in the EU.

Other governments have passed laws that mimic and fur-
ther ratchet the GDPR’s stringent regulations. For example,
the CCPA3 and SHIELD Act4 are laws from two different
United States states. Therefore, studying GDPR compliance
in software organizations and staying on top of privacy com-
pliance should help prepare organizations for future privacy
regulations.
2.2. Non-Functional Requirements (NFRs) in CSE

NFRs, also known as quality attributes or architecturally
significant requirements, can profoundly affect a system’s ar-

3https://leginfo.legislature.ca.gov/faces/
billTextClient.xhtml?bill_id=201720180AB375

4https://www.nysenate.gov/legislation/bills/2019/s5575
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chitecture [6]. The GDPR, in essence, is a privacy NFR that
severely impacts software organizations that collect and/or
process data from EU users. Apart from privacy, other com-
monNFRs include performance, scalability, and availability.
While many studies have tried to characterize NFRs [6] [29]
[30], NFRs are often still difficult to enforce and validate
in practice [7]. As manual methods are the default strategy
often employed to test NFRs [10], organizations often suffer
from a lack of consistency in testing and significant demands
for time [62].

Even privacy by design (PbD), a concept proposed to
increase privacy in software [11], is not without criticism
for “vagueness” [35] and difficulty of implementation [59].
Moreover, in agile startup organizations, it has been found
that NFRs are frequently neglected [31]. However, late test-
ing of NFRs is not ideal and identified as less successful
than early testing [50]. In addition, delayed treatment and
testing of NFRs may have serious consequences as rapid re-
leases without consideration for NFRs may allow “resource
and performance creep” [55].

While testing in continuous integration (CI), where CI is
a CSE practice, is rather understudied [69]; although Yu et
al’s [69] recent systematic literature review reveals that CI
may assist in testing of NFRs. The authors focused on nine
different NFRs and found that CI is underutilized for testing
NFRs, despite CI’s potential benefits. Yet, there are several
challenges that may limit CI’s usefulness for testing NFRs,
including the lack of supporting CI tools that are trivial to in-
tegrate and natural difficulty of testing and automating some
NFRs as NFRs are often cross-cutting and cannot be broken
into small modules [69].

We previously studied the management of NFRs in CSE
[67, 68], specifically, we partnered with our collaborator in
these studies. While those studies related to CSE and man-
aging NFRs, they are separate from this study nor do they
share data. We conducted separate data collection for those
studies from this study. The goal of this study is to inves-
tigate the GDPR compliance of our collaborator through an
in-depth study of the company.

David Farley [16], a pioneer of the continuous software
engineering movement, also advocates for a particular CSE
practice known as continuous compliance [26]. Farley ar-
gues that CSE is paramount to an organization’s regulatory
compliance because CSE offers the ability to keep an orderly
audit trail of code changes and managing environments and
testing with automation [16]. While research on continu-
ous compliance is still in its infancy, there have been efforts
to model continuous compliance [61]. Web-based continu-
ous compliance testing tools were suggested as a strategy to
manage risks especially in software infrastructure [61]. The
five aspects of the continuous compliance model proposed
by Steffens et al. [61] include compliance rules, compliance
tests, software components, software system, and continu-
ous compliance testing.

2.3. Current GDPR Research
While numerous surveys have been used to gauge

the level of GDPR compliance in organizations [48, 13],
research into how small CSE practicing organizations
comply with the GDPR is limited. We discuss related
work regarding research about the GDPR including state of
compliance in organizations, privacy approaches developed
before and after the GDPR, and takeaways for organizations
complying with the GDPR.
2.3.1. State of compliance in organizations:

Numerous organizations are not GDPR compliant post
GDPR deadline [48]. In fact, some organizations may never
be fully compliant [13]. In particular, smaller organizations
that did not previously take appropriate security and privacy
measures, may feel burdened by GDPR compliance [57]. To
the best of our knowledge, the GDPR makes it clear that or-
ganization must be “fully” compliant for as long as they are
either collecting or processing data. The GDPR does not
specify a detailed breakdown on the “levels” of compliance.
However, it is reasonable to assume that the more compre-
hensive and complete an organization’s software compliance
to the GDPR, the less likelihood they will experience penal-
ties if at all.

While numerous privacy frameworks and approaches for
the GDPR have been developed [4, 5, 9, 17, 40, 43, 49, 53,
63, 65, 66], there is little empirical evidence indicating that
there exists a robust, comprehensive approach that is univer-
sally adopted by software organizations. In particular, there
is little evidence that shows continuous practicing SMEs are
adopting these frameworks. The adoption of privacy frame-
works and tools are often limited by factors such as relevance
to the GDPR, existing as a prototype, or lack of practical
implementation details for an organization. Although some
privacy tools may capture significant elements of the GDPR,
the magnitude of resources required to adopt these tools may
not be possible for a small, resource constrained organiza-
tion. Below, we describe some of the proposed frameworks
and tools.
2.3.2. Privacy approaches developed prior to the

GDPR:
Huth et al. [40] compared 8 privacy engineering

approaches developed prior to the existence of the GDPR
to gauge their support for the GDPR. Privacy approaches
reviewed include the influential and highly cited works of
Deng et al. [18] and Spiekermann et al. [60]. Deng et al.’s
LINDDUN methodology aims to identify privacy threats in
a system through analysis of the system’s data flow diagram
in consideration of seven privacy properties [18], but the
methodology was developed prior to the GDPR [18] and
omits several GDPR privacy properties [40].
2.3.3. Model driven compliance frameworks and tools:

There are also theoretical frameworks and models for
tool assisted legal compliance [49, 46, 34]. Palmirani et al.
[49] proposed a framework to check compliance by mod-
eling GDPR text into legal concepts and analyzing an or-
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ganization’s business process modeled by business process
model and notation (BPMN). However, BPMNmay not fea-
sible for resource constrained SMEs, as organizations must
model their business process using this notation. Another
frameworkmonitors the logs of a system to determineGDPR
compliance [46]. While monitoring logs may help detect vi-
olations of privacy, the framework is limited by its coverage
as the framework only checks for actions that occurred in
the system, but neglects other potential vulnerabilities in the
system [46]. A related framework prescribes a methodology
to specify, enforce, and check privacy policies for data inten-
sive applications [34], albeit it is not specific to the GDPR.
Likewise, a model based compliance approach models both
the GDPR and an organization’s legal and technical docu-
ments, such as privacy policies and requirements specifica-
tions [65]. However, all four theoretical frameworks [49, 46,
34, 65] are still considered proof of concepts and not de-
ployed in a real world setting.
2.3.4. Takeaways and challenges for organizations

complying with the GDPR:
In addition to frameworks and tools, several studies an-

alyzed the GDPR’s implications and challenges [1, 64, 33].
Holistically analyzing the GDPR, Tikkinen-Piri et al. [64]
found twelve ramifications that an organization must be
cognizant of, such as the need for an organization to desig-
nate a data protection officer if the organization conducts
systematic monitoring of users or uses special categories
of data. More importantly, Tikkinen-Piri calls for more
empirical studies “conducted among personal data intensive
companies” and especially in contexts such as a SME [64].

The GDPR prescribes multiple rights for users, but sup-
porting and complying with these rights may be complicated
and challenging. For instance, in an interview study focused
onGDPR data subject rights, researchers formulated sugges-
tions for organizations to adequately adhere to GDPR data
subject rights [1]. From the study, Altorbaq et al. [1] iden-
tified twelve challenges (e.g. service availability and stor-
age location, flexibility and standard agreements, roles, re-
sponsibilities, and expectations, and understanding and en-
gagement) and developed fourteen recommendations to help
mitigate these challenges, demonstrating that just adhering
to data subject rights granted by the GDPR is non-trivial. In
our research, we also noted the challenge of ‘awareness and
knowledge’, which is similar to understanding and engage-
ment. However, our research differs from this study as our
focal point is not pinpointed on data subject rights compli-
ance, but rather an organization’s complete compliance with
emphasis on GDPR data processing principles. Issues with
awareness and knowledge does seem like a common problem
in regulatory compliance, in a systematic literature review
on security and privacy in electronic health records, it was
found that a only a few articles indicated the necessity of em-
ployee training in security and privacy [24]. Furthermore,
similar to our collaborating organization, a sizable contin-
gent of the articles in the study mention the use of pseudo-
anonymization [24].

2.3.5. Developing requirements for organizations:
Regulatory language is known to be ambiguous [8], and

several works have investigated methods for better defining
requirements in health care contexts [8, 45]. Moreover, there
are suggestions for leveraging automated test suites to en-
sure that health care systems adhere to regulatory frame-
works [47]. There are some proposed GDPR-specific pri-
vacy frameworks to guide compliance [9] and help elicit re-
quirements from an organization [5]. The appropriateness
of the requirements were validated with privacy experts, but
the requirements lacked clear cut measurables for valida-
tion and framework steps. Moreover, the framework steps
were high level with little implementation details. Ring-
mann et al. [53] defined technical requirements that served
to help make a software GDPR compliant, albeit with limita-
tions. The requirements are relatively generic as the authors
wanted the requirements to apply to as many organizations
as possible [53]. Similarly, Hjerppe et al. performed a single
case studywith a service oriented SME and identified GDPR
requirements based on constraints that applied to the SME
[38]. Subsequently, Hjerppe et al. implemented these re-
quirements by modifying their collaborating organization’s
architecture. However, this work provides little additional
empirical insight on the organization’s GDPR compliance
adoption process, such as encountered practices and chal-
lenges. To the best of our knowledge, there are no other em-
pirical studies that investigated the GDPR adoption journey
in CSE practicing SMEs.
2.3.6. Research gap addressed by our work:

Hence, our research fulfills several research gaps in the
current literature. We answer Tikkinen-Piri et al.’s [64] call
for more empirical research into GDPR compliance and
challenges encountered by SMEs, which is an understudied
context. We conducted an in-depth empirical study with a
CSE practicing SME to identify GDPR compliance prac-
tices and challenges. In addition, literature on the GDPR has
thus far neglected CSE practicing contexts. This research
gap is concerning given the widespread usage of CSE in
software organizations and CSE’s propensity to impact all
levels of an organization including planning, development,
testing, and deployment. Finally, we add to the scarce
empirical evidence on the actual use of privacy-related
artifacts and supporting tools to achieve compliance in
software organizations.

3. Research Methodology
To conduct our research we used an ethnographic

influenced design science methodology where we worked
in close collaboration with Gamma, our collaborating SME
that employs CSE practices. Design science [56, 36] was
relevant and most appropriate for our investigation since
our research approach was influenced by a problem solving
mentality. Our design science research was done in two
methodological stages: an initial problem characterization
stage and the development and evaluation of design science
artifacts stage.
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Development of Artifacts
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Figure 1: Design Science Methodology, based on Hevner et al. [36]. Design science
is a research process emphasizing characterizing relevant problems (left side), iteratively
developing and evaluating artifacts that potentially solve those problems (middle), and
ensuring the findings and artifacts align with relevant literature (right side).

With operations in the EU, our collaborator had the ur-
gency and desire to achieve GDPR compliance despite being
a Canadian company. To facilitate our gathering of in-depth
knowledge and understanding about our collaborator, the or-
ganization agreed to a long (16 months) research involve-
ment for our study. To achieve a comprehensive understand-
ing about our collaborator, co-authors of this paper, espe-
cially the first co-author physically spent extensive amounts
of time at Gamma over an 18 month period to learn, observe,
study, and advise our collaborator. For example, we physi-
cally observed the organization’s sprint planning, demo, and
retrospective meetings to understand how tasks are allocated
and distributed.

Our methodological steps, including data collection and
analysis methods are illustrated in Fig. 1. The design sci-
ence artifacts produced in our research must be relevant to
our collaborator and rigorously evaluated [36]. The design
science artifacts produced from our research were validated
in two ways. First, internal validation with the partner orga-
nization, and second, external validation through an analysis
of existing literature regarding the GDPR, and methodolo-
gies and tools designed to handle privacy. In particular, we
ensured external validation by reviewing existing literature
on GDPR implications for organizations, and privacy frame-
works and methodologies designed to help achieve compli-
ance. As shown by Fig. 1, we consulted relevant GDPR
research in our bid to develop the two novel artifacts. We
describe our methodology in detail, after we introduce de-
tails about our partner organization.

3.1. Research Setting
Gamma5 is a data gathering and analysis startup founded

within the last decade. Gamma’s primary business is to de-
velop in-house software leveraging cloud-based platforms;
these platforms contribute to their primary source of rev-
enue. Gamma implements CSE to a higher degree, including
automated builds and testing (including feedback) and vary-
ing levels of automated deployment based on the component.
Gamma has grown from a small startup into a mature, estab-
lished leader, and is implementing the recommended CSE
best-practices to a high degree.

The emphasis on CSE is important as Gamma analyzes
millions of data points each day, with a significant per-
centage coming from EU users, and must quickly react to
changes in the data. Prior to the enactment of the GDPR,
the organization dedicated some effort towards privacy
NFRs, but the overall treatment of privacy was not yet
adequate per GDPR regulations. Since the GDPR mandates
compliance from any organization that collects personally
identifiable data from EU citizen for commercial purposes,
our collaborator was obliged to attain GDPR compliance.
However, the employees in the organization did not have
any GDPR specific training prior to the movement towards
GDPR compliance. The data collected by our collaborator
are immediately pseudonymized upon collection as an ini-
tial precautionary measure to protect privacy. To assist with
the organization’s compliance, our collaborator also hired

5Real name and some identifying details have been changed for confi-
dentiality.
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several different outside lawyers and consultants. While
these external consultants sometimes provided conflicting
answers to the same question, they provided a second
opinion that the organization can use as a reference to
compare. During our 16-month long study, our collaborator
experienced immense growth. In particular, the number of
employees in the organization grew from a dozen to several
dozen.

Our collaborator’s business approach is agile and
fast moving with feature iteration essential to long-term
survival. Our collaborator uses CSE practices, as advocated
by Fowler [28], including automating the build and deploy-
ment, and keeping the build fast. Our collaborator also
leverages tools, such as Jenkins, to automate software build
and deploy software to production. Once code is committed
and pushed to source control, our collaborator’s deployment
pipeline builds the code and runs automated tests against the
code, if pertinent tests exist. Our collaborator heavily relies
on cloud-hosted solutions, not only for data storage and
analysis, but also for storing and managing its burgeoning
infrastructure. Our collaborator has multiple categories of
partners: 1) partners who receive data from our collabo-
rator; 2) third-party services who provide infrastructure to
collect, store, and process data; 3) partners who facilitate
data collection.

Over the course of our research, the first author be-
came deeply acquainted with our collaborator’s processes,
tools, and practices, by becoming part of the team and its
activities. During the 16 month study, he spent at least 1
to 2 days per week immersed in our collaborator’s offices
observing and conversing with our collaborator employees
and learning about the organization’s business, software,
and processes. To acquire a reasonable perspective of our
collaborator’s work, he participated in meetings, such as
planning and retrospective meetings, and performed tasks,
such as creating data flow documentation. We also received
access to our collaborator’s source control repositories,
project management tools, and infrastructure hosted in the
cloud.

When our research began, our collaborator was much
smaller in size (i.e., a dozen of employees before tripling
to a few dozen) and Gamma’s employees often had a multi-
tude of responsibilities and roles. The balancing of multiple
responsibilities and roles frequently led to time pressures for
Gamma employees.
3.2. Design Science: Problem Characterization

The first major step of design science is learning about
the problem affecting the partner organization. Hence, we
began by learning about how our collaborator prepared for
the GDPR and the problems the organization experienced
during the preparation, including the organizational and
business contexts that made compliance challenging.

For this particular methodological phase, over a period
of eight months, the first author spent 1 to 2 days per week
at the organization.

We participated in weekly and monthly meetings,

observed numerous GDPR compliance-related discussions,
and conversed with nearly every Gamma employee (i.e.
more than 90%). The only reason we were unable to
speak to every single employee is that a small portion of
the workforce was not co-located. The first author kept
a journal log of the events observed and insights learned
during the time spent in the company. Since the first author
was given free rein to directly ask any question to the
employees, the first author could store clarification answers
directly in the daily logs as well. In these daily logs, the
first author recorded details including which employees met
which employees, what tasks were assigned to employees,
who was in meetings, and which roles a employees played.
Moreover, the logs included answers we asked employees
about the nature of their work and their role in compliance.
The first author grouped these answers by main themes and
referred to the contextual observations for more details.
The second author also having in-depth knowledge about
Gamma’s organization and processes, provided a sanity
check of the grouping of themes.

We learned about our collaborator’s continuous practices
– we analyzed source code and tools, to understand how our
collaborator planned work, developed code, tested software,
types of tools used to support our collaborator’s work and,
most importantly, the amount of preparation conducted for
GDPR compliance.

Our initial interactions with the employees included
prodding the employees to learn about the nature of their
work and roles. We typically started out by asking each
employee about their role, their day-to-day tasks, and the
types of tasks there were undergoing in preparation for the
GDPR compliance. Our observations of the employees
occurred as they carried out their work, which included
meetings conducted with other employees. For example,
we observed the employees discussions surrounding the
allocation of tasks during the sprint planning. In addition,
we observed team meetings and project meetings between
various members of the development members. Our obser-
vation of our collaborator was ongoing in nature and did not
suddenly abruptly end when the problem characterization
stage ended. We carried on the practice of keeping a journal
log every time we were at the company.

In particular, we closely studied nine employees at our
collaborator. We choose these employees as their work in-
cluded development in some level of capacity as well as hav-
ing direct access to these employees to ask for clarification if
we ever had any questions. We had extensive access to these
employees and could observe and converse with these em-
ployees in their work. Table 1 lists more details about these
study participants. Among the details include their role, ex-
perience in our collaborator, and overall industry experience.
For ethical and privacy considerations, each study partici-
pant is anonymized. In general, while a manager represents
someone whose primary focus is managing developers or
other employees, managers may still perform development
and testing tasks. It is typical for an employee to balance
multiple responsibilities in a startup organization like our
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collaborator. In contrast to amanager, a developer represents
someone whomostly works in development, testing, or oper-
ations. Through extensive observation of these nine employ-
ees and our collaborator as a whole, we identified three main
challenges to our collaborator’s GDPR compliance. To help
increase rigor of the observation data gathered by the first
co-author who became a close member of our collaborator
during the study, the second co-author also spent substantial
time collecting observational and discussion data from our
collaborator. In addition, the second co-author validated the
data collected by the first co-author. We elaborate on these
findings in Section 4.
3.3. Design Science: Development and Evaluation

of Artifacts
A key component of design science is to help alleviate

the identified challenges once the (properly contextualized)
industry problem is characterized. To this end we devel-
oped two design science artifacts that were influenced by
our understanding of challenges at our collaborator: a set
of privacy requirements that allowed the identification of
GDPR exposures, and a tool to assist with automatically test-
ing these privacy requirements (referred to as privacy NFRs
henceforth).

These artifacts were developed and evaluated in the de-
sign cycle iterations in full collaboration with our collabo-
rator’s employees over a period of eight months. To assist
with mitigating compliance challenges in our collaborator,
it was paramount that our collaborator provided guidance
and feedback in the evaluations of our artifacts. In total,
we conducted four design cycle iterations with our collab-
orator each lasting 6-8 weeks. For each design science it-
eration, we spent several weeks developing the privacy re-
quirements (artifact 1) and its corresponding automated tests
in our tool (artifact 2) and then collecting feedback for 4-6
weeks. Specifically, after each design science iteration, we
presented our artifacts to at least one of collaborator’s main
employees tasked with GDPR compliance and elicited feed-
back from them. Based on direct feedback from the meeting
with our collaborator’s GDPR compliance main correspon-
dences, and insights gathered from applying our artifacts
to Gamma’s production software system, we incorporated
Gamma’s suggestions to the next iteration of our artifacts.
During the development and evaluation of artifacts step of
our research, we visited our collaborator 1 or 2 times per
week similar to the problem characterization stage. Our con-
tinuous interactions with our collaborator enabled us the op-
portunity to converse and meet with our collaborator’s em-
ployees to gather feedback as needed in addition to our regu-
lar meetings with our collaborator’s main GDPR compliance
correspondents. Our design science artifacts are described in
more details in Section 5.

4. Problem Characterization: Understanding
GDPR Compliance Challenges at Gamma
Belowwe describe the main findings that we observed in

the problem characterization stage of our research as shown

Table 1
Participant’s Role and Experience. Note: All participants have
limited or non-existent legal experience.

Id Role Role Exp. Exp. in Org. Industry Exp.

P1 Developer Medium < 5 years 5-10 years
P2 Developer Senior > 5 years 5-10 years
P3 Manager Senior < 5 years 10-15 years
P4 Manager Senior > 5 years 5-10 years
P5 Developer Medium > 5 years 5-10 years
P6 Developer Senior < 5 years 5-10 years
P7 Developer Medium < 5 years 5-10 years
P8 Developer Senior < 5 years > 15 years
P9 Manager Senior > 5 years 5-10 years

by Figure 1. Specifically, we describe in detail the threemain
compliance challenges experienced by Gamma. After de-
scribing the challenges of complying to the GDPR, we detail
the affects of CSE on Gamma’s GDPR compliance, which to
Gamma’s benefit were mostly positive. Finally, we explain
how Gamma uses various strategies to try to mitigate GDPR
risk.

The identified challenges with GDPR compliance are:
1. reliance on manual GDPR tests,
2. limited awareness and knowledge of privacy require-

ments, and
3. balancing GDPR compliance in a competitive data

business.
To ground these challenges in the specific organizational

context at Gamma, we outline in Table 2 a number of con-
textual factors that contributed to one or more of these chal-
lenges. The contextual factors are explained in more details
in the following subsections. Each factor represents an as-
pect that contributes to the primary challenges experienced
by our collaborator while trying to comply with the GDPR.
Similarly, in Table 3, we list the study participants who di-
rectly reported or experienced these challenges. The quotes
listed in subsequent sections are responses to questions we
directly asked the study participants listed in Table 1. The
questions in combination with our observations at the orga-
nization were recorded by us in daily logs. As a a result, the
results in Table 2 and 3 were analyzed based on daily logs
that we recorded in our collaborating organization from ob-
serving employees and directly asking them questions. Be-
low we describe the challenges in detail. In Section 4.4, we
explain our findings regarding the benefits of CSE with re-
spect to GDPR compliance at Gamma and in Section 4.5 we
describe several factors that help our collaborator mitigate
GDPR risk.
4.1. Challenge 1: Reliance on Manual GDPR Tests

A significant challenge that repeatedly hindered our col-
laborating organization’s GDPR efforts was testing that pri-
vacy regulations prescribed by the GDPR were met. The
difficulty of testing for GDPR compliance was exacerbated
by the complexity of the GDPR that consequently resulted
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Table 2
Relationship between observed GDPR challenges and organizational context of our collab-
orator. Contextual factors (rows) contributes to one or more specific GDPR challenges in
the organization (columns). The challenges are grouped into 3 major categories: testing,
awareness and knowledge, and business and workflow (i.e. subsections in §4). Note: these
contextual factors were identified from our close observations and questions and answers
with our collaborators. This data was recorded in daily logs.

Challenges
Reliance on Manual
GDPR Tests

Limited Awareness
and Knowledge of
Privacy Obligation

Balancing GDPR
Compliance in a
Competitive Data
Business

Context

Number of GDPR regulations X
Ambiguity of GDPR X
Lack of legal training X
Lack of privacy experience X
Conflicting advice from experts X X
Nature of business X X
Size of organization X X X
Lack of time X X
Increased growth of infrastructure
and data

X X

Lack of shared understanding X

Table 3
Primary challenges from Table 2 observed by us or reported
by each participant. Note: observation and response data was
collected in Gamma and recorded in daily logs.

P# Reliance on
Manual GDPR
Tests

Limited Aware-
ness and Knowl-
edge of Privacy
Obligation

Balancing
GDPR Com-
pliance in a
Competitive
Data Business

P1 X X
P2 X X
P3 X X
P4 X X
P5 X X
P6 X X
P7 X
P8 X
P9 X X X

in our collaborator frequently relying on manual tests to fill
the void. Manually testing for GDPR compliance is not a
trivial task especially considering that our collaborator was a
rapidly growing company whose developers were often hard
pressed for time. With respect to GDPR compliance, em-
ployees often reflected that they have limited time to com-
plete the tasks “I would ... but I have no time” (P2) and “I
wish I had more time” (P6).

Manually testing for GDPR compliance was a rather

difficult experience for those employees tasked with the
job as they had to conduct the compliance work on top
of their typical responsibilities. Checking the compliance
of Gamma’s system, especially its vast infrastructure, was
primarily delegated to a few specific developers. During
the compliance effort, these developers incurred the vast
majority of work related to checking for GDPR compliance
in the system. These developers had to perform this GDPR
compliance work at the same time as conducting their other
responsibilities and tasks. Therefore, time constraints and
manual GDPR checks became a more prominent challenge
for these employees, particularly for P1 and P2. We can
see from Table 3’s “Testing” column, that this situation was
reflected in our observations and self reported challenges
from these employees. In contrast, the other developers
and managers who had a much fewer number of tasks
related to manual inspection of Gamma’s system for GDPR
compliance, experienced less difficulty with respect to
testing for GDPR compliance.

A critical factor for the difficulty of automating GDPR
tests is that it is hard to convert GDPR regulations into auto-
mated tests. In particular, GDPR regulations sometimes af-
fect multiple facets of a software system that make develop-
ing automated tests onerous. For instance, if our collaborator
decided to cease collecting a data parameter or a data param-
eter is no longer deemed acceptable, a developer would need
to manually check Gamma’s databases to verify the data pa-
rameter was no longer collected by our collaborator. Com-
plying with the GDPR’s data processing principles relied
primarily on manual enforcement and verification. In ad-
dition to GDPR data processing regulations, Gamma’s man-
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ual process for handling compliance tests also extended to
supporting data subject rights granted by the GDPR: “When
a user sent a request to opt out to us, the emails come to
me and I have to tell them how to opt out.” (P9) P9 would
manually contact the user and provide instructions on how to
remove themselves from Gamma’s data collection and pro-
cessing. This task may not be GDPR specific, but it is still
important to our collaborator’s GDPR compliance because
failure to comply with the users’ requests may expose the
organization to GDPR fines. Ultimately, such user request
can quickly add up over time if the number significantly in-
creases.

In contrast to automated tests, manual tests are labori-
ous, error prone, and time consuming [19]. It is very easy
for a developer to check the wrong database or run the wrong
query. Erroneously checking for compliance provides no
benefit to an organization as decisions should not be based on
inaccurate data. Hence, Gamma’s manual GDPR can hinder
the organization’s compliance and result in rework or retest-
ing of the software. In theory, to check that the software is
compliant with privacy requirements, after every change to
the database, a developer would have to conduct the same
type of manual test after every code change. Due to the ad-
hoc nature of the manual GDPR compliance tests that our
collaborator conducted, it is difficult to gauge the total num-
ber of tests. While it is difficult to precisely quantify the
exact number of manual tests that our collaborating organi-
zation used for GDPR compliance, we can reliably estimate
based on observations and discussions with our collabora-
tors that manual tests represent the vast majority of GDPR
tests. We refer to any test for verifying GDPR compliance
as a GDPR test. In particular, checking that third party li-
braries and frameworks adhered to GDPR principles was all
manually conducted as well as checking that the organiza-
tion’s infrastructure was secure and private. To our knowl-
edge, very few automated existed and/or was used during the
compliance process.

Our collaborator is a rapidly growing company who ad-
heres to CSE principles and emphasizes fast-paced devel-
opment to get its product to its customers, but we observed
that the organization’s fast moving nature has negative ef-
fects on the completeness of its testing. While fast paced de-
velopment provides the advantages of quicker time to market
and faster feedback, we observed that it can be disadvanta-
geous in our collaborator’s case because at the time of our
study they did not have a complete test suite for its soft-
ware. In particular, we saw that our collaborator had few
tests related to verifying GDPR compliance. We refer to any
test for verifying GDPR compliance as a GDPR test. When
our collaborator began to strive towards GDPR compliance,
our collaborator was challenged as the organization had few
GDPR relevant tests in its disposal that could help check for
compliance. Notwithstandingwhether or not relevant GDPR
tests exist prior to the compliance effort, our collaborator
tasked several employees (mostly developers) to delve into
Gamma’s software and infrastructure and check that the sys-
tem is GDPR compliant. However, as we described in the

first paragraph of this section, our collaborator’s employ-
ees suffered from time constraints and limitations caused by
predominantly manual means of verification with respect to
checking GDPR compliance.

The growth of the number of our collaborator’s employ-
ees reflects the growth of our collaborator’s business, infras-
tructure and data. Yet, this fast pace growth of infrastructure
and data further increased the difficulty of verifying compli-
ance for our collaborator. For example, a rapid growth of 10
new databases in one week means that the organization has
10 extra databases that it must consider with respect to pri-
vacy safeguards. Among the many cloud services that are
integral to Gamma’s business and software, our collabora-
tor relies on a multitude of third-party services like Ama-
zon Web Services (AWS), Google Cloud Platform (GCP),
and Azure. our collaborator hosts more than fifty databases
and over one hundred servers on a single third-party cloud
service. However, without many automated GDPR tests, it
was arduous for a developer to manually review all these
databases.
4.2. Challenge 2: Limited Awareness and

Knowledge of Privacy Obligations
Our collaborator struggles to properly identify privacy

problems, largely due to the complexity and magnitude of
the GDPR and inexperience dealing with privacy regula-
tions. To make matters worse for long term privacy compli-
ance, our collaborator must stay on top of upcoming privacy
regulations and any updates to prior privacy regulations.

As illustrated by Table 3, almost every single closely
studied participant reported or was observed to experience
challenges with awareness and knowledge about the GDPR.
The only exception was P8, who appeared to have zero to al-
most no work assigned towards GDPR compliance nor sig-
nificantly impacted by the GDPR in his role. In contrast, ev-
ery other participant 1-9 ostensibly experienced significant
difficulty becoming familiar with GDPR regulations.

It is difficult to quantify exactly how the limited aware-
ness and knowledge of privacy obligations related to the
GDPR manifested within the organization. However, we
observed several factors that could have played a role.
First, we noted that the organization did not provide GDPR
specific training for all the employees in the organization.
Second, we observed there is an insufficient collective
shared understanding on the expectations of privacy.

The employees lacked experience with privacy and
did not have the processes in place for sharing privacy
knowledge when they learned something new. As there was
no systematic approach to disseminating knowledge, new
insights acquired by developers regarding privacy would be
lost. Without adequate communication and documentation,
lack of shared understanding could manifest in undesirable
rework of tasks [68]. We observed that when lack of shared
understanding is present, developers working in cross-
functional teams may develop features that are incompatible
with each other.

In theory, to sufficiently address the GDPR, our collab-
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orator’s employees should become reasonably knowledge-
able about the GDPR, but attaining an adequate understand-
ing was difficult in practice. Neither Gamma’s developers
nor managers are well-versed in legal language and do not
have privacy specific training. In consequence, our collabo-
rator’s employees do not have the experience and training to
draw clear-cut conclusions based on demands of the GDPR,
which is not unique to this setting [15, 8]. Several partici-
pants expressed the difficulty of completing GDPR compli-
ance tasks as “[Evaluating GDPR compliance of third party
libraries and tools] is difficult because I am not an expert in
the GDPR” (P1) and “Interpreting the rules and regulations
[was challenging]. The rules weren’t clear on what can be
collected and what is considered private” (P9).

Much of the GDPR regulation is ambiguous and like all
regulations, depends on subsequent court cases to establish
precedent for proper interpretation. At least three of our par-
ticipants specifically agreed that compliance is hard in the
face of conflicting answers provided by external consultants,
hired by our collaborator, to the same question.

This difficulty is compounded even further with dis-
agreements between different domain experts such as
developers and lawyers. We observed conflicting arguments
made regarding whether our collaborator’s system had
adequate privacy measures or not. One group of external
consultants would feel strongly that the organization had
robust privacy considerations, whereas another group of
consultants would list off a series of recommendations that
the organization must adopt. In particular, one point that
garnered frequent debate was what types of data are allowed
to be collected and/or processed under the GDPR. Without
concrete guidance from the GDPR on what types of data is
collectable in certain circumstances, deciding whether to
proceed with collecting a type of data becomes onerous.

However, Gamma’s GDPR compliance is not only about
the present, but also making amends and preparations for
the future. In particular, our collaborator must recognize
upcoming regulations and anticipate amendments or new
precedence setting interpretations of current privacy laws.
Taking a proactive approach to long term privacy com-
pliance, our collaborator should “stay up to date with the
regulations. Put efforts in research and implement the
changes” (P7). Our study participants recognized that the
GDPR was only the beginning of a growing trend of privacy
regulations widely advocated by regulators and the general
public: “No [not aware of any new regulations], but US
will probably adopt something similar to the GDPR”, yet,
none of our participants could definitively describe nor
list an upcoming privacy regulation. Solely staying up to
date with the GDPR is already quite difficult, “[A large
challenge is knowing] changes to the GDPR. Especially
minor changes [and amendments] can be difficult for
companies to find out” (P4). As there were no explicit
requirements that came with the GDPR, asking developers
to interpret ambiguous laws may lead to missing, vague, or
even wrong requirements.

Justifying data collecting practices, and educating users

on our collaborator’s data collection purposes, is also stren-
uous. As explained by P9 “a user needs to be educated on
why we are collecting data”. Without sufficiently explaining
the purpose of Gamma’s data collection, a user may refuse to
grant permission for Gamma’s data collection. In the worst
case, a user may even report our collaborator to a data pro-
tection agency. User concern is important to our collabo-
rator’s business. Effectively educating and communicating
our collaborator’s collection purpose to users is critical for
our collaborator.
4.3. Challenge 3: Balancing GDPR Compliance in

a Competitive Data Business
Properly valuing GDPR compliance is a challenge.

GDPR compliance is only one part of Gamma’s business
concerns. In particular, as a SME with many competitors,
our collaborator must constantly contemplate its business
needs, such as developing new features and releasing up-
dates based on customer feedback. To ensure survival and
increase business, our collaborator must “stay competitive
in terms of [volume of data] collected and presented, while
respecting privacy concerns of anonymization” (P5). To
stay competitive against other companies, our collaborator
needs to continue increasing the amount of data collection,
while also considering demands of the GDPR.

The feeling of underscoring the importance of balancing
the business needs and GDPR compliance is high in priority
for managers, but this feeling is less so experienced in de-
velopers. In reference to Table 3, all of the participants who
have a primary role asmanager reported “business andwork-
flow” as a GDPR compliance challenge. In contrast, most
developers have less direct impact and relationship with the
business. The difference in roles is reflected by Table 3 as
two developers reported “business and workflow” as a chal-
lenge. Simply put, developers do not need to have a holistic
view of the business and be mindful of the impact of GDPR
on the business on a continual basis.

However, P9, a manager, explains that earning the trust
of users and receiving consent is paramount to the success
of the organization, but even if a user consents, “there may
be a regulator who says we can’t collect this data”.

After all, at the time that we conducted our study, the
GDPR was still in its infancy, and there was little prece-
dence regarding the boundaries of privacy enforcement from
the authorities. A study participant characterized the wait-
ing as “we are waiting for if there will be some sort of lit-
igation in the industry”. Our collaborator may present le-
gitimate grounds for data collection and take adequate steps
to safeguard its data and systems. Nonetheless, a privacy
regulator can ultimately rule that our collaborator must re-
scind the data collected and modify the types of data col-
lected in the future. Such ruling can have devastating effects
on the competitiveness of our collaborator’s business. Addi-
tionally, more onerous regulations may be enacted that our
collaborator must comply.

Since our collaborator’s system already exists, becom-
ing GDPR compliant meant re-designing large aspects of
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the system to comply with the GDPR. Some aspects of
our collaborator’s system already existed for years. At this
stage, significant modifications to the system architecture
is not trivial. P4 specifically acknowledged that revamping
Gamma’s legacy systems for the GDPR is quite difficult.
Our collaborator feels that managing privacy concerns is
easier in new projects beginning with an elevated priority
for privacy, i.e., “build privacy in” [12]. In addition to
managing Gamma’s own systems for compliance, our
collaborator must also vet its partners to satisfy the GDPR’s
emphasis on shared responsibility between controllers and
processors. P3, a manager, expounded “[it’s challenging]
making sure that partners who receive data are compliant”.
Checking that partners are compliant is even more a hassle
as the number of partners increase.
4.4. Windfall: CSE affect on Gamma’s

Compliance
Gamma’s use of CSE practices resulted in advantages for

our collaborator that are typical for an organization adopting
CSE, namely quick release [37] and feedback [54]. While
these advantages are desirable for organizations, we found
that the advantages also extend to assisting with GDPR
compliance. In particular, CSE’s rapid feedback facilitates
acquisition of usage information regarding the GDPR and
quick release supports our collaborator making necessary
changes if any GDPR related issues require immediate
updates. Moreover, as alluded to by the first challenge
identified in our problem characterization: reliance on
manual GDPR tests, our collaborator does not have a large
breadth of automated tests. While the organization has
some automated tests, the tests are not yet comprehensive
nor abundant.

Study participants support our findings: “Through CI,
[our software] can be generated, modified, and fixed within a
couple of hours” (P5) and “[allows involvement] with exter-
nal stakeholders” (P9). However, the compliance benefits
are contingent on employees possessing a reasonable amount
of GDPR knowledge. For a developer to quickly implement
changes and make sense of the feedback, the developer must
first understand the expectations of the GDPR.

Without discounting the aforementioned advantages af-
forded by CSE, we also noticed a challenge exerted by CSE.
In theory, CSE should break down silos between develop-
ers [39], but we noticed the existence of a lack of shared
understanding in our collaborator with respect to privacy.
This challenge relates to the second challenge identified in
our problem characterization: limited awareness and knowl-
edge of privacy obligations. The potential dearth of shared
understanding of NFRs in CSE was previously reported by
Werner et al. [68]. At Gamma, we observed the lack of
shared understanding often manifesting in unsafe assump-
tions. For example, we saw instances of developers assum-
ing processes and system elements not directly tied to them
are secure and compliant. A developer explained that GDPR
compliance was not a significant concern because their work
dealt with data that was already pre-processed. The devel-

oper assumed that prior processes contained safeguards and
checks that would ensure the data is GDPR compliant. How-
ever, the developer’s assumption implies that the organiza-
tion has mechanisms in place to ensure this assumption is ac-
curate and traceable, which our collaborator does only par-
tially. While one strategy to at least partially alleviate this
privacy risk is ensuring that pre-processed data is GDPR
compliant, a developermanaging large-scale data processing
should still have a reasonable understanding of the potential
privacy implications.
4.5. Mitigating GDPR Risk

However, we observed several factors that our collabora-
tor believes helps the organizationmitigate the risks from the
GDPR. Our collaborating organization is a small software
organization based in Canada. While the organization has
some customers based in the EU, most of the organization’s
customers are outside of the EU. Consequently, our collab-
orator believes that it has less exposure than a EU based or-
ganization. Moreover, our collaborator removed parts of its
EU operations after the GDPR to better comply with regu-
lations.

Another aspect that Gamma uses to lower GDPR risk is
through offloading risk on other parties as part of managing
GDPR risk. As described in earlier sections, Gamma relies
heavily on third-party cloud services. Without third-party
cloud services, Gamma would not experience such signifi-
cant growth to its business. Gamma felt that these services
provide an added benefit of GDPR compliant privacy safe-
guards. Likewise, some of Gamma’s employees felt a sense
of security due to extensive partnerships with large clients
who should be adequately compliant. Gamma believes that
these clients would have the resources to become compliant
and also extend support to their smaller partners like Gamma
and help with their compliance. During our study, Gamma
also hired external consultants to conduct an external GDPR
review. The external consultants were hired to provide a san-
ity check for Gamma that their GDPR compliance was ad-
equate. To demonstrate that the organization passed the re-
view, the consultants presented Gamma with a compliance
certificate. For our collaborators, the certificate marked a
stamp of approval from legal experts.

5. Artifacts of the Design Science Research
Recall that our design science approach (cf. Fig. 1) be-

gan with understanding the problem context at Gamma (Sec-
tion 4). We identified three challenges with GDPR compli-
ance: limited awareness and knowledge of privacy obliga-
tions, reliance on manual GDPR tests, and difficulty balanc-
ing GDPR compliance with the business and other work. In
assisting the organization in addressing these challenges on
its journey for GDPR compliance, we developed two arti-
facts: privacy requirements and an automated tool that tests
for these privacy requirements. Altering Gamma’s business
as part of the third challenge is not within the scope of our
research, and we therefore focused onmitigating the first two
challenges with our two artifacts. Our first artifact (privacy
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Table 4
Privacy Requirements Derived from GDPR Principles

RQ Number Privacy Requirement GDPR Principle

REQ1 A database must be encrypted for integrity Integrity and Confidentiality
REQ2 Each server must exist with a purpose
REQ3 Each server without purpose must be removed
REQ4 Each server must have a corresponding cloud firewall
REQ5 Each server storage must be encrypted
REQ6 Each server storage must exist for a purpose
REQ7 Each cloud firewall must use secure protocols inbound and outbound
REQ8 Each cloud firewall must limit access to reliable sources
REQ9 Each cloud firewall must limit outbound communication to reliable sources
REQ10 Each load balancer must use end to end encryption
REQ11 Each load balancer must use secure protocols
REQ12 Each cloud storage resource must be encrypted
REQ13 Each cloud storage resource must limit access from unapproved sources
REQ14 Each cloud storage resource must limit modification and deletion from

unapproved sources
REQ15 Each access management resource must not grant all permissions
REQ16 Each access management resource must not grant permissions to infras-

tructure resources
REQ17 Each router must limit outbound communication to unapproved sources
REQ18 Each database must not collect personal data types outside an organiza-

tion’s data collection purpose
Data Minimization

REQ19 Each database tuple must not live indefinitely Storage Limitation

requirements derived from GDPR principles) mitigates the
challenge of limited awareness and knowledge of privacy
obligations. The artifact does this by developing a set of
testable and measurable privacy requirements that are per-
tinent and important to our collaborator. Our second artifact
(automated testing tool of privacy requirements) mitigates
the challenge of reliance on manual GDPR tests by provid-
ing a tool to automatically execute tests so our collabora-
tor does not need to dedicate additional overhead for testing
compliance.

As per our methodology, Section 3.3, we completed four
iterative development and evaluations stages for our artifacts
over eight months. The evaluation stage for each iteration
lasted roughly 4-6 weeks after several weeks of develop-
ment. For each artifact, we first describe the artifact, fol-
lowed by the process of its iterative development and evalu-
ation as per our design science methodology.
5.1. Privacy Requirements Derived from GDPR

Principles
Our first artifact of the design science research is a list of

privacy requirements derived from GDPR principles. This
artifact is intended to deal with challenges of GDPR aware-
ness (by making GDPR regulations explicit), and acts as the
crucial first step to automating the testing of compliance.
5.1.1. Creating the Artifact (Privacy Requirements)

Drawing from our problem characterization, we under-
stood that our collaborator struggled to make sense of the

GDPR regulations, which impeded Gamma’s compliance.
In an ideal context, our collaborator is knowledgeable of all
intricacies of the GDPR, but this was extraordinarily ideal-
istic and impractical. To satisfy Gamma’s compliance, we
needed to focus on aspects of the GDPR that matter to our
collaborator. Therefore, we developed a list of privacy re-
quirements drawn from the GDPR and pertinent to our col-
laborator software and infrastructure. In addition, recog-
nizing that our collaborator would not have extra resource
capacity to manually verify these privacy requirements, we
needed to consider the plausibility of automating testing of
the requirements.

We used three properties as criteria to develop the pri-
vacy requirements: 1) a requirement is derived from aGDPR
principle, 2) a requirement is important and relevant to our
collaborator, and 3) a requirement can be verified using an
automated testing tool of privacy requirements and through
testing, it identifies potential GDPR non-compliance. Ta-
ble 4 lists the GDPR principles we considered and the pri-
vacy requirements we developed. In describing these re-
quirements, we describe the GDPR principles and give ex-
amples of the associated privacy requirements that opera-
tionalized these principles. While there are numerous possi-
ble GDPR requirements, not all requirements are relevant for
our collaborator. Our collaborator acknowledges that it does
not need to consider privacy principles that are out of scope
for the company. Hence, the requirements listed in table 4
are all relevant for our collaborator.

The GDPR has six main data processing principles 1)
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lawfulness, fairness and transparency; 2) purpose limitation;
3) data minimization; 4) accuracy; 5) storage limitation; and
6) integrity and confidentiality [23]. Based on input from
our collaborator and our own observations, we scoped our
initial effort to three GDPR principles: integrity and confi-
dentiality, storage limitation, and data minimization.

The purpose of integrity and confidentiality is ensuring
an organization adequately handles personal data, and
safeguard that data from malicious attacks or accidental
misappropriation. One example of a privacy requirement
developed based on this GDPR principle is that databases
must be encrypted for integrity. This was explained to us
by two different participants: “I added more encryption to
the databases” (P6) and “[I worked on] disk and storage
encryption” (P2). REQs 1-17 are attributed to this GDPR
principle as this principle encompasses almost every
element of Gamma’s system. Prior to our study, Gamma’s
compliance approach was rather ad-hoc and employees did
not have a structured understanding of GDPR expectations.
With our REQs 1-17 to clarify some “expectations” from the
integrity and confidentiality with respect to our collaborator.

Our second operationalized principle, storage limitation
represents the idea of keeping data no longer than necessary.
An organization must ensure that it has a process to remove
a datum after a period of time. For example, a datum is au-
tomatically removed after a year. Our collaborator collects a
plethora data and the data should automatically be removed
after a specified time frame.

Data minimization is our third operationalized principle.
It prescribes that personal data should only be collected if
necessary and relevant to an organization’s data collection
purpose. Our collaborator collects a large assortment of data
and data types. It is onerous for a developer to manually
verify whether the organization is collecting more personal
data than allowed.

Drawing on feedback from our collaborator, we chose
not to operationalize three principles (i.e. lawfulness, fair-
ness, and transparency, accuracy, and purpose limitation).
Notwithstanding less relevance for our collaborator, these
principles are also more subjective in nature. For instance,
the accuracy principle prescribes that personal data must
be kept up to date and inaccurate personal data is fixed or
erased [23]. However, data collected by our collaborator is
pseudonymized. Moreover, our collaborator has no desire
and minimal ability to identify any data subject. If data were
inaccurate for any particular reason, data subjects should
experience minimal impact as there is little possibility for
our collaborator to even identify a data subject, and there are
no implications for vital interests nor monetary exchange
between data subjects and our collaborator. Finally, we are
not dismissing the importance of these three principles, we
had to operate within the scope of our collaborator and what
they deemed important. We acknowledge that a similar
study in a different organization may prioritize a different
set of GDPR principles.

5.1.2. Iterative Development and Evaluation of Privacy
Requirements Derived from GDPR Principles

The privacy requirements in Table 4 were initially
created from input from our collaborator and the three
principles in focus. We then iterated the definitions of
the privacy requirements with ongoing input from our
collaborator. We used our second artifact, the automated
testing tool of privacy requirements, as a research instru-
ment to iteratively evaluate and refine the list of privacy
requirements. Specifically, we checked whether automated
testing the requirements could identify GDPR-compliance
violations. We had continuous access to our collaborator’s
employees throughout our research, which provided us with
ample opportunities to discuss and acquire suggestions for
refinement.

The first property of our criteria used to develop the pri-
vacy requirements was crucial because the goal is improv-
ing awareness and knowledge of GDPR privacy obligations
in Gamma. If the developed requirements were not derived
from the GDPR, then the requirements failed to meet the
goal of making GDPR regulations explicit and raising our
collaborator’s GDPR awareness. For instance, the GDPR
suggests that encryption is a suitable organizational measure
to protect privacy. The privacy requirement, “A database
must be encrypted for integrity”was pertinent to theGDPR’s
suggestions for suitable security measures. The example re-
quirement also fulfilled the criteria’s second property as the
requirement was about a crucial infrastructure element for
our collaborator. Our collaborator relies on a substantial
number of databases for its business. Therefore, our collab-
orator fully agreed with and supported this example require-
ment.

However, a privacy requirement derived from a GDPR
principle did not guarantee that the requirement was rele-
vant to our collaborator and important within the organi-
zation’s context. An representative example would entail
any requirement related to something that our collaborator
does not possess or use. Similarly, a requirement that lacked
enough “importance” for our collaborator or occurred infre-
quently would fail to satisfy our criteria even if it was derived
from a GDPR principle and relevant to our collaborator. For
example, the requirement “Each load balancer must only use
secure protocols” was derived from GDPR. The requirement
should have been highly relevant to our collaborator because
the organization uses load balancers and the automated test-
ing tool flagged some load balancers initially verifying this
requirement.

Yet, the organization did not agree with the requirement.
The organization agreed with the requirement in theory as
relying on secure protocols seem prudent and sensible. How-
ever, from a practical perspective, the organization could not
support the requirement as it would have required changes
that were not possible at the time. Our collaborator agreed
with the requirement in principle, but viewed the require-
ment, in its original form, as something to maybe revisit at
a later time. To satisfy the requirement’s relevancy and im-
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portance to our collaborator, we revised the requirement by
dropping the word ‘only’: “Each load balancer must use se-
cure protocols”. This accounted for cases where a load bal-
ancer listened to both HTTP and HTTPS traffic. Essentially,
our collaborator accepted the risks of load balancers that it
perceived as otherwise secure. We discuss this acceptance
of risk and highlight the organization’s risk management in
more details later in the Discussion Section of the paper.

To satisfy the third property of our privacy require-
ments, each requirement had to be testable using our
automated testing tool of privacy requirements. The tool
provided a useful vehicle to test and evaluate our privacy
requirements as the tool performed automatic verification
of the requirements. When the tool is executed, it helps to
affirm whether or not a requirement can be tested automat-
ically. Additionally, if a requirement failed when the tool
executed, it indicates an area of non-compliance within our
collaborator. For instance, an employee once exclaimed,
“It is peculiar that [redacted]...that should have all been
fixed a while ago!” Our understanding of implications of
the GDPR evolved throughout the research. Apart from our
collaborator, we also refined our privacy requirements based
on lessons learned from external events. For example, when
the Capital One breach (a massive data breach affecting
millions of Canadian and US banking customers whose
social security/insurance and bank account numbers were
compromised) occurred [14], that largely originated from
misconfigurations of cloud infrastructure, we developed
requirements that applied to access and modification rights
(i.e. REQs 13-17).
5.2. Automated Testing Tool of Privacy

Requirements
Our second artifact of the design science research, an au-

tomated testing tool that automates verification of privacy
requirements, primarily fulfills our goal of helping reduce
our collaborator’s manual testing of GDPR compliance. As
the tool executes on its ownwithout manual intervention, our
collaborator is not further burdened with manual testing We
also developed a tool could help Gamma build awareness of
GDPR requirements as developers see the test log in Jenkins,
a CI tool. In particular, the results of the tool help our col-
laborator directly identify where GDPR violations may exist
in the system and isolate the problem. For our collaborator,
the tool assists with raising awareness of defects within the
organization’s system that otherwise may be overlooked. Fi-
nally, since our implementation produces a list of issues, we
believe this will help with risk management.
5.2.1. Creating the Artifact

The tool is a series of Python scripts tailored for Amazon
Web Services (AWS) and customized to verify the privacy
requirements listed in Table 4. Therefore, the tool was de-
signed to perform automated testing of these privacy require-
ments. When we modified or added a new privacy require-
ment in Table 4, correspondingly, we made relevant changes
to the tool to test for the new privacy requirement. When

the tool is executed, the scripts use AWS’ API to acquire a
detailed breakdown of Gamma’s entire infrastructure hosted
on AWS. Every infrastructure that our collaborator stores
on AWS is captured, including everything from databases,
servers, and cloud storage. Upon acquiring the list of in-
frastructure resources, the tool iterates through the details of
each resource and compares with the conditions prescribed
by each relevant privacy requirement. Therefore, the tool
compares each database to the privacy requirements that per-
tain to databases. If an infrastructure resource fails a condi-
tion, the tool stores the condition, the corresponding privacy
requirement, and the resource in question. The failed con-
dition is deemed an area of non-compliance that warrants
further investigation from our collaborator. The tool does
not compare an infrastructure resource to a non-related pri-
vacy requirement as it would not be useful. For example,
checking that a database does not violate the conditions for
REQ10 (i.e. load balancer) as the requirement does not ap-
ply to databases. After iterating through all the infrastructure
resources and comparing with the conditions of their related
privacy requirements, the tool generates a detailed report of
all potential non-compliance areas. The report contains a
breakdown of the non-compliance areas by various metrics
such as location and infrastructure type. The report is stored
by Jenkins, a CI tool, and is publicly available to any Gamma
employee.

Ultimately, the tool provided a vehicle for us to execute
automated tests for GDPR compliance in practice and gather
empirical evidence of continuously applying a tool to verify
GDPR compliance. The tool ran without requiring a human
to trigger an execution, as Jenkins triggers the tool to run as
often as Gamma desired, which our collaborator originally
set at once per week.

Moreover, the tool helped validate whether Table 4’s
privacy requirements are automatically verified by flag-
ging non-compliance issues as reflected by these privacy
requirements. Whenever potential GDPR issues in our
collaborator’s infrastructure and code are found, our auto-
mated tool produces a list with detailed information about
each issue, such as location, name, ID, type of resource,
and pertinent GDPR principle, which allows a developer to
investigate the problem in more detail.
5.2.2. Iterative Development and Evaluation of

Automated Testing Tool of Privacy
Requirements

To iteratively develop and evaluate the tool, we collected
and acted upon feedback from our collaborator while ana-
lyzing the results produced by the tool. We iterated and an-
alyzed four versions of the tool. The feedback helped evalu-
ate and improve the accuracy and efficiency of the tool. For
instance, if the tool found 11 load balancers of a specific
type, we manually verified that there were indeed 11 load
balancers. Since the tool served as a means to perform au-
tomated testing of the privacy requirements from our first
artifact of the design science research, the tool is an mir-
ror of those requirements and reflects any changes to those
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requirements. In essence, the tool checked for potential non-
compliance and provided meaningful details that can help an
employee investigate the non-compliance problem.

Table 5 displays the average number of defects identified
by our tool for each iteration 1-4. They are grouped by var-
ious resource types, which are linked to the resource types
described by our privacy requirements in Table 4. After each
iterative development of the tool and successive execution of
our tool on Gamma’s production system, we presented and
discussed the tool execution results with at least one experi-
enced Gamma employee tasked with realizing GDPR com-
pliance. In particular, we verified each defect identified by
our GDPR tool to identify whether our tool and in essence
our requirements helped to capture legitimate issues with
our collaborator’s system. Our collaborator previously con-
ducted ad-hocmanual testing of their GDPR compliance, but
had no systematic approach. Together with our collaborator
we went through each defect to determine whether it was an
issue or not. Table 5 shows all the confirmed issues our tool
was able to identify in each iteration. The issues identified
by our tool frequently surprised our collaborators as they had
no idea that they had such issues in their systems.

Since our tool executed on our collaborator’s production
system, the tool’s findings represent real issues found in the
organization’s system. We collated and discussed its results
with our collaborator.

Moreover, our collaborators also provided suggestions
for further enhancement of the tool during this discussion.
Although the tool brought more visibility of GDPR compli-
ance issues by identifying and relaying problematic areas of
the system, our collaborator did not consistently create tasks
after each sprint to address identified problems found by our
tool (as of this writing). It may be that employees were cur-
rently limited by time as the organization was undergoing a
rapid transformation period and felt the potential GDPR ex-
posures were not “severe” enough to cause a drastic penalty
if temporarily not investigated and resolved. However, when
we inquired, our collaborator agreed that the elements iden-
tified as potentially not GDPR compliant should have been
added to the organization’s backlog.

The bottom-up approach to resolving potential GDPR
compliance problems that we settled on involved 3 steps.
First our tool checks and detects potential violations. For
example, one of our primary contacts at Gamma once said
this about the findings of our tool, “These are peculiar find-
ings that should be addressed in subsequent sprints”. Once
the tool identifies violations, the problem is added to the or-
ganization’s backlog and prioritized. Subsequently, the or-
ganization works to fix the problem and removes the ticket
from its backlog. In theory, executions of the tool thereafter
will not find the same problem.

6. Discussion and Implications
This research study surfaced several interesting issues

with respect to the use of CSE and privacy NFRs. Our de-
sign science research methodology allowed us to obtain in-

Table 5
The table lists the average number of defects identified by our
GDPR tool at our collaborating organization across the four
iterations. The defects are grouped by resource type.

Resource Type It. 1 It. 2 It. 3 It. 4

Database 120 208 206 207
Server 32 30 27 34
Route Gate
Load Balancer Type 1 47 0 0 0
Load Balancer Type 2 0 2 2 2
Router 39 0 0 0
Cloud Storage 0 0 68 62
Cloud Firewall 369 370 368 373
Server Storage 138 138 131 112
Cloud Network 0 0 0 0
Acccess Management 0 0 0 128
Total Average

depth knowledge of Gamma’s challenges and practices when
trying to become GDPR compliant. In reflecting on our em-
pirical insights, we first discuss the role of continuous com-
pliance on GDPR in our collaborator and how it may help
similar organizations become continuously compliant. Not
only do we touch on the importance of just enough com-
pliance engineering, but also the importance of continuous
practices in building a shared understanding of the privacy
non-functional requirement (NFR). We conclude the discus-
sion with an analysis of how risk management played an
important role in GDPR compliance at Gamma.
6.1. Continuous Privacy Compliance and

Continuous Software Engineering
CSE, a core engineering practice at Gamma, emphasized

a quick feedback loop through faster iteration cycles [28, 26].
In particular, small, startup organizations embrace CSE as
the ability to get their product quickly to market, as well as
quickly adapting to change, which are crucial factors to busi-
ness.

Despite the difficulty of defining and testing NFRs [52,
42], it has been shown that CSE may help verify NFRs [69].
CSE emphasizes the importance of quantifying, acquiring
useful feedback, and monitoring of an NFR. These are crit-
ical to satisfying organizational and regulatory privacy re-
quirements.

As demonstrated by the first artifact in our design sci-
ence methodology, privacy regulations may be operational-
ized into privacy NFRs. However, many GDPR compliance
initiatives are the antithesis of continuous: they emphasize
up-front modeling [49], complex legal analysis [65], or peri-
odic (and expensive) outside consultants [58]. What we ob-
served at Gamma instead was a bottom-up privacy approach
that focused on practical and achievable outcomes, incre-
mental improvements to privacy compliance. We discuss
in the following section how this risk management approach
works; it is important to realize that since the GDPR is rel-
atively untested, such approaches may end up being badly
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misguided.
Consistent testing and monitoring of software for NFRs

pertinent to regulatory compliance is not new [21]. Continu-
ous compliance is described as automatically checking regu-
latory compliance after each sprint as opposed to conducting
compliance checks after extended intervals [26]. The regres-
sion testing aspect of continuous compliance aims to prevent
any non-compliance issue from recurring. As privacy reg-
ulations, such as the GDPR, prescribe that an organization
must comply at all time, “continuous” verification of an or-
ganization’s compliance can minimize the duration of non-
compliance issues. The concept of “at all times” is ambigu-
ous, but one interpretation is that it means issues must either
not exist, or be fixed as soon as the organization is aware
[41]. As described above, with the help of our artifacts, our
collaborator in an ideal scenario would: Execute our tool on
Gamma’s production system. Use our tool’s results to create
issues in the organization’s backlog. The collaborator would
then prioritize these issues manually. Finally, the privacy
tasks are assigned a high priority and resolved in subsequent
sprints. These steps would help our collaborator to identify
and resolve GDPR compliance problems. Unfortunately, as
described in Section 5.2.2, at the time that our study finished,
our collaborator did not consistently add identified issues to
the organization’s backlog. The process to add issues to the
organization’s backlog is not automated. To add to the back-
log, a developer would need to manually create a backlog
issue or the tool must do so automatically. This manual ad-
dition to the backlog is a limitation of our tool and ideally
should be automated. Our organization was fast moving in
nature and growing rapidly at the time so adding backlog
tasks from the tool results became lower priority than their
other duties.

Right before our study completed, we were nevertheless
encouraged to see our collaborator begin dedicating more
resources to interpret the results by assigning someone to
go through the weekly results. Adhering to CSE practices,
Gamma had a continuous pipeline and automated tests, but
the total number of automated tests was limited. In partic-
ular, with respect to GDPR tests, there was a slight discon-
nect between our automated GDPR tests and the organiza-
tion’s backlog. Following the process of detecting issues,
and then creating a backlog task was still a work in progress
for our collaborator. The organization acknowledged the im-
portance of consistent testing and monitoring, but has more
to improve. The organization needs to link up the feedback
loop of our automated tests together with future work tasks
so that issues identified in the system can be resolved in the
near short term.

As previously discussed in Section 4.5, our collaborator
underwent an external GDPR review with consultants dur-
ing our study. While the external study provides valuable in-
formation about the state of the organization’s compliance,
its short comings are also apparent. External reviews are ex-
tremely costly for a small organization to bear and the annual
nature of the reviews exposes an organization to compliance
problems in the interval between reviews.

6.2. Becoming Continuously Compliant
For an organization to move to a continuous compliance

model, our study at Gamma sheds light on a potential few
steps. First, operationalization of GDPR principles into pri-
vacyNFRs turns abstract compliance goals into concrete and
testable requirements. The privacy NFRs then become the
criteria to enforce each compliance check. Next, the devel-
opment of the automated testing tool helps automate the ver-
ification of these privacy NFRs. As the tool is automatically
executed on a weekly basis, the tool produced an actionable
list of GDPR exposures after each sprint.

However, we observed several limiting factors to the
effectiveness of achieving privacy compliance in CSE that
other organizations should be aware of when following
these guidelines. One concern is whether complete opera-
tionalization of the GDPR is possible. We operationalized
several GDPR data processing principles in our study, but
there are three other GDPR data processing principles,
along with data subject rights that we did not operationalize.
Other works have focused on automating other individual
aspects of the GDPR such as checking and enforcing
privacy policies [65], and detecting GDPR violations based
on actions on a system [46].

The second challenge is about building a culture that pri-
oritizes compliance NFRs. In smaller organizations in par-
ticular, NFRs are neglected until they become a problem
[31]. The lowered priority of NFRs is exacerbated by CSE’s
emphasis on quick release of features. In consequence, more
emphasis is placed on functional requirements in CSE [68].

As described in previous sections, we observed the focus
of features as opposed to NFRs as our collaborator did not
regularly add tasks to their backlog based on the findings of
the tool. The frequency of updating the list of privacy re-
quirements and likewise the corresponding automated tool
is at the organization’s discretion as they can chose to make
updates on a weekly or monthly basis. Based on experience
at Gamma, in the end, an organization must decide for itself
the interval and time allocation for compliance work that is
acceptable for the organization. In the case of our collab-
orator, our study occurred during a tumultuous time when
the organization underwent massive growth and lots of up-
heaval occurred in terms of work assignments and employee
onboarding. Employees are constantly busy and finding time
to translate GDPR tool results into tasks and subsequently
working on such tasks is overly time consuming. Our collab-
orator agreed that the tool’s results should have been added
to the organization’s backlog, but employees have been busy
with other work. We comment on reasons for this in the fol-
lowing section.
6.3. Building Shared Understanding of the GDPR

With CSE
We attribute part of this problem to a lack of shared

understanding of the importance of GDPR compliance. In
our study, we observed and described in our problem char-
acterization that our collaborator did not conduct systematic
employee training on the GDPR, nor enact explicit GDPR
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policies. Employees had to conduct individual research on
the GDPR and knowledge was disseminated on an ad-hoc
basis. Since there was no specific requirement for howmuch
knowledge about the GDPR an employee must master, the
level of familiarity with the GDPR varied greatly between
employees. For instance, we observed an employee in our
collaborator who was not aware of the existence of the
GDPR. An employee who is not adequately versed in the
GDPR can accidentally create privacy risks, particularly
in the fast-paced CSE environment at Gamma. One minor
configuration mishap in a system’s infrastructure can result
in the exploitation of millions of users’ sensitive data [14].

As described in our section about CSE’s affect on
Gamma’s compliance, we did observe that one benefit of
CSE is that such issues are at least surfaced and discussed.
Thus, CSE may act as a driver to improving shared under-
standing, particularly with its focus on quick turnaround and
shared, global repository awareness of such issues. We are
planning to investigate the extent to which CSE itself may
improve awareness of these NFRs, once they are verified
through automated tests.
6.4. GDPR Risk in a Small Company

Earlier we mentioned that technical compliance check-
ing of the GDPR at Gamma was managed bottom-up, em-
phasizing automation and testing. This was one prong of
the organization’s overall risk management approach to the
GDPR. The GDPR has rightly been characterized as a land-
mark in privacy regulation of technology, with big implica-
tions for IT management and engineering. As a small com-
pany, based in Canada, Gamma’s management thus takes a
prudent, fiduciary approach to the GDPR: balancing non-
compliance risk (i.e. lawsuits and fines) against the cost
(time, resources, etc.) of compliance.

We comment on two aspects of this risk management:
1) how our collaborator focused on balancing time and com-
pliance, 2) how our collaborator offloads part of its risk us-
ing its corporate partners, third-party providers, and outside
consultants.
6.4.1. Balancing compliance and non-compliance

Our study corroborated the many prior studies indicat-
ing difficulty in achieving GDPR compliance. Many of
our closely studied participants described the challenges
that they experienced while working towards compliance.
For instance, we described in our problem characterization
that an employee was tasked with verifying that each tool
and service that the organization used complies with the
GDPR. This process was particularly challenging as there
was a plethora of items that the employee had to verify.
In addition, the employee did not have any significant
GDPR expertise, thus creating even more difficulty in the
verification. Employees were aware of the costs of GDPR
non-compliance, at least in theory, and the engineering
challenges involved (presumably one reason they partnered
with academic researchers!).

Despite the potential for burdensome compliance costs
and heavy fines, we observed Gamma taking a balanced ap-

proach. The organization’s overall response was delayed to
witness the initial batch of GDPR litigation. A couple of
heavy fines were handed out in the first year of the GDPR,
albeit there were not many fines overall 6.

Our study suggests it is important to be mindful of the
context. Gamma is a smaller company in a highly compet-
itive environment, where time to market is critical. Focus-
ing on the wrong requirements could easily cause the entire
business to failure. These concerns are immediate and ever-
present, unlike the more abstract problems of the GDPR.
As a non-EU company, there may be some perception that
EU regulations are less relevant. However, Gamma already
removed a portion of its business in the EU, and strove to
remove personally identifying information from the initial
data collection wherever possible. Thus the GDPR compli-
ance effort was only one aspect of the company’s overall risk
management and business strategy.
6.4.2. Offloading GDPR Risk to Other Parties

Another risk management strategy we observed at
Gamma was to offload GDPR risk on other parties wherever
possible in three ways. Essentially, offloading risk to
third-parties is a practice to shift some responsibilities
and liabilities to one or more third-parties [67] through
strategies such as partnerships or service agreements.

The three ways we observed in this study include:
1) using presumed-compliant technical partners, 2) rely-
ing on deeper-pocketed clients, 3)using external privacy
consultants.

Use of third-party cloud services, such as AWS, Azure,
and Google Cloud Platform, was an important aspect of
the organization’s CSE infrastructure. Services like AWS
provide state of the art cloud infrastructure, which naturally
should have excellent GDPR compliance safeguards that
could help protect an organization’s data.

Of course, this strategy is not without problems, as even
industry leading third-party services may have vulnerabili-
ties. Third-party services may not be fully GDPR compli-
ant and organizations typically still need to self manage the
configuration of its cloud infrastructure. Instead of having
full control over its GDPR compliance, an organization may
be unintentionally exposing itself to the compliance of its
third-party providers. Purely migrating and deploying one’s
infrastructure on a third-party service is insufficient, an orga-
nization must take active steps to manage the infrastructure
to correct vulnerabilities. As a result, we note that an or-
ganizations practicing CSE should increasingly ensure that
adequate attention is devoted to configuration management,
which is viewed as facilitating achievement of CSE’s ben-
efits [39]. In addition, an organization may experience the
negative impacts of vendor lock-in [32], a phenomenon that
has existed for several decades. Switching to a new service
may require significant work to ensure privacy ismaintained.

We also observed some implicit offloading risk on other
parties, which includes Gamma’s clients, much bigger cor-
porations. As users of the services Gamma provides, these

6https://www.enforcementtracker.com/
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clients have liability to GDPR violations as well. We no-
ticed that some at Gamma relied, at least informally, on those
clients ensuring the compliance was sufficient.

We speculate that the larger clients’ compliance is linked
to our collaborator and they have exposure to any compliance
issues affecting our collaborator. Furthermore, if any com-
pliance problems surface, the belief is that these clients have
large budgets at their disposal that could put together expert
teams to help mitigate those problems. Contributing to this
belief is the lack of significant fines, for the most part, in the
first year of the GDPR. Small companies were mostly spared
from penalty, where as large corporations such as British
Airways instead received the brunt of the penalties 7

The final aspect of offloading GDPR risk on other
parties we observed was to use external privacy consultants.
The main role was to act as a sanity check and potential
legal cover (due diligence) in any lawsuit. For instance
our collaborator hired privacy consultants to review com-
pliance and suggest improvements. As described by P4,
“[Reputable consultant] reviewed our compliance and he
was impressed” (and hence, P4 saw no need to do anything
else). However, solely relying on the positive review of
a consultant may provide a false sense of assurance and
decrease motivation to further improve the organization’s
compliance. After all, even privacy consultants often have
contrasting views on the same issue or miss aspects in a
review [20]. Research has also shown that building a shared
understanding between consultants and domain experts is
auspicious for privacy compliance [44]. Finally, the compli-
ance certificate that privacy consultants provide is perceived
as reputable, but it may be misleading. Yet, the concept of
performing a intermittent audit seems like the antithesis of
the CSE principles. CSE stresses quick feedback loops and
iterations to reduce problems, but we observed that external
compliance audits still occur to satisfy the need to provide
expert guidance on compliance. However, as of this writing,
there is not yet a universal standard method or framework to
conduct a GDPR compliance audit. Ultimately, compliance
may not be determined until faced with regulatory or legal
action.

7. Limitations
For internal validity, we note that the nature of the de-

sign science cycle — from problem to solution and back to
validation in practice — ensures that the solution has rele-
vance to (at least) our partner. However, we also ensured
credibility and analyzability of the data by:

• the primary researcher embedded with our collabora-
tor maintained a researcher diary of observations, with
entries of each observation day;

• expanded the relevant challenges with our observa-
tional data and diary notes, and then validated these
challenges for relevance with our collaborators;

7https://www.enforcementtracker.com/

• we conducted iterative, ongoing member checking
with three members of the company, as we developed
our analysis;

• we member checked the final conclusions, described
in this paper, with the primary contact at Gamma.

To ensure credibility of the report, we use thick descrip-
tions of our research approaches. However, our confidential-
ity agreement with our partner limits our ability to be com-
pletely transparent. At Gamma we studied participants in a
variety of roles to ensure we had a valid sample. The ob-
servation and discussion data we collected from our partici-
pants may be limited due to participants performing or talk-
ing a certain way because they know they are being watched
(the observer effect). We removed any themes that did have
corroborating support from multiple participants. As part
of our iterative, design science approach, we validated each
challenge and operationalized GDPR requirement with em-
ployees in our collaborator organization. We triangulated
our observational data and limited analysis of code and is-
sue tracker artifacts. We acknowledge that our list of privacy
requirements does not encapsulate our collaborator’s entire
software system neither do the requirements represent every
GDPR principle. However, these requirements were devel-
oped in close collaboration with our collaborator within our
research time frame and draws from our collaborator’s ad-
vice on which software components were critical.

Another limitation is that our results may be biased be-
cause we gifted our collaborator with our artifacts and our
collaborator may be biased as a result. However, the fact that
the artifacts are developed for the organization’s use should
also mean that the organization is serious about the develop-
ment and evaluation of the artifacts. This is especially true
since our collaborator permitted the artifacts to be imple-
mented in our collaborator’s production software, presum-
ably forcing them to ensure that the artifacts are suitable and
adequate.

Our collaborator follows standard CSE practices and em-
ploys a continuous integration pipeline for activities such as
building and testing software. Our design science artifacts
did not get to fully reap the benefits of the organization’s au-
tomated testing framework. The results of our GDPR tool
were not consistently fed back into the backlog. Overall, the
organization was not devoid of automated testing, but the or-
ganization’s automated tests were not comprehensive. The
fact that the organization did not have a robust testing frame-
work in place was a limitation of our work. Our study could
have incurred different results if the organization already had
a fully fledged automated testing framework that it heavily
relied upon. In contrast, one possible cause that our collab-
orator did not habitually convert our tool results into tasks
was that they were not accustomed to automated testing.

The interpretation of research results may be subject to
researcher bias as one co-author has extensive knowledge
about our collaborator, as part of our in-depth design sci-
ence approach. In our view, the extensive knowledge merely
served to provide context about our collaborator, not to bias
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any inferences or conclusions of results. We secured insti-
tutional ethical review approval prior to our study. We also
reminded participants that we were not at the company to
judge or find blame, that they would be anonymous, and our
research goal was focused on the company and GDPR, not
individuals.

As with any single company case study research, gen-
eralizability of insights to other organizations is not the fo-
cus of the research. However, the characteristics of Gamma
are important: a small organization (several dozen employ-
ees), Gamma operates in a data gathering business, with a
reliance on cloud infrastructure. We expect that organiza-
tions of similar size and context (e.g. GDPR-applicable,
cloud-based, CI-practicing) to encounter similar challenges
as Gamma, and find the details about Gamma’s journey to
address GDPR compliance useful in guiding their own ef-
forts, or making changes to avoid some of Gamma’s chal-
lenges.

Finally, we acknowledge that the privacy requirements
we developed were operationalized from only a portion of
the GDPR, and do not claim to achieved a full operational-
ization of the GDPR. We also recognize that our privacy re-
quirements do not represent all the possible GDPR related
requirements pertinent to Gamma’s system.

8. Conclusion
Empirical research studying the practices and challenges

of GDPR compliance in SMEs using CSE is still a rela-
tively lacking area of research. In our design science re-
search, we spent significant time studying and understanding
the organization, and identified challenges that the organiza-
tion faced in its efforts for GDPR compliance: significant re-
liance on manual GDPR tests, limited awareness and knowl-
edge of privacy requirements, and balancing GDPR compli-
ance in a competitive data business. For example, developers
tasked with compliance work often have limited knowledge
and experience working with privacy requirements, espe-
cially regulatory frameworks written in legal language. Ef-
forts to comply with the GDPR are further exacerbated by
the complexity of the GDPR and the difficult nature of au-
tomating testing for GDPR compliance. Relying on manual
GDPR tests is time consuming and laborious. For a small
organization like our collaborator, relying on manual GDPR
tests was burdensome.

The silver lining we found was that our collaborator’s
use of CSE provided positive benefits with respect to GDPR
compliance. CSE emphasizes quick release and feedback,
two desirable qualities for our collaborator who wish to
swiftly correct areas of non-compliance. Managing GDPR
compliance is complex and our collaborator attempts to
mitigate and reduce GDPR risk. In particular, our collab-
orator offloads GDPR risk on other parties, which shifts
some liability and responsibility to those third-parties away
from our collaborator.

While the GDPR ranked as a highly important regulatory
for our collaborator, we also found that GDPR compliance

is just one challenge that a small organization must be cog-
nizant about. Given the resource constraints of a small orga-
nization, the organization must balance the trade-offs with
continuing and growing the business with GDPR require-
ments.

To help address these compliance challenges, we itera-
tively developed a list of privacy requirements. The privacy
requirements are testable and measurable, and provide con-
crete obligations for our collaborator regarding the GDPR.
Moreover, we developed a GDPR tool for our collaborator
to conduct automated testing of these privacy requirements
on the organization’s system. The GDPR tool helps allevi-
ate the challenge of relying on manual testing and provides
a vehicle to test our privacy requirements.

Finally, we discussed the efficacy of utilizing CSE to
achieving GDPR compliance in our collaborating organiza-
tion, specifically through continuous compliance.

From these insights, we also offer several recommenda-
tions to assist organizations with GDPR compliance. First,
upon working towards GDPR compliance, an organization
is well served to develop procedures for communicat-
ing and documenting knowledge regarding the GDPR.
Although systematic privacy training for all employees
is ideal, our study suggests that such training is not a
reasonable expenditure for small or resource constrained
organization. Instead, an organization could strive to
disseminate privacy knowledge as much as possible to
limit the challenges understanding the GDPR. Second, we
recommend that organizations develop privacy require-
ments and corresponding automated tests for verifying
GDPR compliance. Automated tests allow an organization
to perform repeatable and frequent verification of their
system adhering to those requirements. We acknowledge
that developing requirements and automated tests is not
trivial so our recommendation for organizations is that they
start small with a few tests. Even a few automated tests is
better than zero tests. Third, we suggest that organizations
evaluate their GDPR risk, particularly if they are a small
organization. In our study our collaborator was a small
Canadian software organization that tried taking a balanced
approach of managing and offloading GDPR risk, such as
employing external consultants to do their due diligence and
increase reputability of their compliance. An organization
can assess their own situation and context to determine their
level of GDPR risk and whether some offloading of GDPR
risk is appropriate.

To complement our research, future studies should
gather more empirical evidence on utilizing continuous
privacy compliance in both small and large organizations,
and research research deriving and implementing additional
privacy requirements from the GDPR. Future empirical
studies should also be mindful of the circumstances of
each examined organization. As our study clearly suggests,
organizational context highly influences an organization’s
compliance response from deriving pertinent requirements
to privacy risk management.
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